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A B S T R A C T

Bitmap indexes are commonly used in data warehousing applications such as on-line analytic processing (OLAP). Storing the bitmaps in compressed form has been shown to be effective not only for low cardinality attributes, as conventional wisdom would suggest, but also for high cardinality attributes. Compressed bitmap indexes, such as Byte-aligned Bitmap Compression (BBC), Word-Aligned Hybrid (WAH) and several of their variants have been shown to be efficient in terms of both time and space, compared to traditional database indexes. In this paper, we propose a new technique for compressed bitmap indexing, called Super Byte-aligned Hybrid (SBH) bitmap compression, which improves upon the current state-of-the-art compression schemes. In our empirical evaluation, the query processing time of SBH was about five times faster than that of WAH, while the size of its compressed bitmap indexes was retained nearly close to that of BBC.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Many enterprise applications generate a massive volume of data through logging transactions or collecting sensed measurements, which brings up the need for effective indexing methods for efficient storage and retrieval of data. To support some of the retrieval queries efficiently, database management systems make use of indexes such as B-trees and bitmap indexes [14,18]. The index schemes based on B-tree are efficient for a wide variety of data, since they support both searches and updates with nearly the same complexity. However, for most data warehousing applications, search operations are more frequent than updates. For such applications, bitmap indexes may improve the overall performance. Besides, when the number of unique values of an attribute is small (e.g., gender), one can achieve much better performance than B-trees by using bitmap indexes.

A bitmap index is a collection of bit vectors created for each distinct value in the indexed column. The number of bit vectors in a bitmap index for a given indexed column, also referred to as cardinality, is equal to the number of distinct values that appear in the indexed column. For a column with cardinality $m$, the $i$th bit vector corresponds to the $i$th distinct value (in some order) and the $j$th bit in the $i$th bit vector is set to 1 if and only if the value of the $j$th element in the column is equal to $i$. Thus, if an indexed column of $n$ elements has cardinality $m$, then its bitmap index contains $m$ bit vectors of length $n$ each, and hence uses a total of $mn$ bits.

Fig. 1 shows a set of bitmaps for an attribute City. The cardinality of City is four. Each bitmap represents whether the value of City is one of the four available values. Suppose we process an SQL query below.

```
SELECT * FROM T
WHERE City = Seoul OR City = London
```

The main operation performed in the bitmaps is a bitwise operation $B_{\text{Seoul}} \lor B_{\text{London}}$, where $B_c$ is a bitmap corresponding to city c. Standard selection queries on bitmap indexes can be...
supported by performing bitwise operations on the bit vectors. Since modern computers are optimized to perform bitwise operations, dealing with bitmap indexes is easy and efficient [4,16].

One of the main drawbacks of bitmap indexes is that their space usage is high when compared to the raw data or a B-tree index, especially when the cardinality is high. To overcome this, compressed bitmap indexes have been proposed. The simplest way to compress a bitmap index is to compress each individual bit vector using a standard text compression algorithm, such as LZ77 [27]. This improves the space usage significantly, but performing logical operations on LZ77-compressed bit strings is usually much slower than uncompressed bit strings, because compressed bitmaps have to be fully decompressed.

As a result, compression schemes that apply some form of Run-Length Encoding (RLE) are suggested to be used for compressing bitmaps. RLE is a fundamentally lossless compression scheme that encodes a string by splitting it into sequences of runs, and then encoding the runs efficiently. Since a typical bitmap index used in database applications is assumed to have sparsely distributed set bits (i.e., most bits are set to zero), forming long sequences of zeros, RLE-based schemes are expected to achieve good compression and are commonly used to compress bitmaps.

Two of the most popular compression schemes, based on run-length encoding, are Byte-aligned Bitmap Code (BBC) [1,2] and Word-Aligned Hybrid (WAH) bitmap compression [5]. Both the schemes divide the original bit vectors to be compressed into blocks of a specific unit size. The main difference between these two schemes is that BBC uses a unit size of 8 bits, while WAH uses 32 bits as unit size. In terms of performance, BBC typically consumes less space, while WAH supports faster query processing.

In this paper, we propose an improved version of BBC, called Super Byte-aligned Hybrid (SBH) bitmap compression. It uses a new feature that enhances time performance in processing logical operations so that its byte-aligned encoding can lead to better compressibility in comparison with a word-aligned scheme. Specifically, the superiority of our scheme in compressibility becomes more pronounced when the cardinality of an indexed column grows larger than 50. The query processing time of SBH was about five times faster than that of WAH, while the size of compressed bitmap indexes was retained nearly close to that of BBC. Thus, our scheme improves upon both these schemes.

The rest of the paper is organized as follows. We first describe other bitmap compression schemes that were proposed in literature and how they were implemented in Section 2. In Section 3, we describe some algorithmic and implementation details of our new scheme. Section 4 discusses experimental results and comparison with the existing schemes. Finally, Section 5 concludes the paper.

### 2. Related work

Several compression schemes based on run-length encoding have been proposed in the literature. The main merit of these schemes is that logical operations could be done without decompressing the whole bitmaps. One of the earliest such schemes that have been successful is the Byte-aligned Bitmap Code [2], or BBC for short. BBC is very effective in compressing bit sequences, and in particular for representing bitmap indexes. To improve runtime performance of BBC, a word-based bitmap compression scheme, called the Word-Aligned Hybrid (WAH) scheme has been introduced [24], which takes advantage of the word-level bitwise operations. Subsequently, many other compressed bitmap indexing schemes have been proposed, such as EWAH [15], PLWAH [9], PWAH [22], COMPAX [10], VAL-WAH [12], RLH [20], UCB [3], PLWAH + [6], and SECOMPAX [23]. Some of the schemes are discussed in Chen et al. [7]. Major schemes have been mathematically analyzed by Guzun and Canahuate [11] and Wu et al. [26]. Most of these schemes are variants of WAH, and perform better than WAH in terms of either time or space or sometimes both. They also typically achieve better time performance than BBC, but not in terms of space.

#### 2.1. Byte-aligned bitmap code (BBC)

**Byte-aligned Bitmap Code (BBC)** [2] is a byte-based compression scheme that encodes (compresses) a sequence of bytes in the uncompressed bit vector by a sequence of one or more bytes. More specifically, a run of bits (i.e., sequence of bits having the same value) followed by a small number of bytes are “compressed” into a header byte, optionally followed by one or more counter bytes followed by zero or more literal bytes, as explained below.

<table>
<thead>
<tr>
<th>City</th>
<th>Bit Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seoul</td>
<td>1 0 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0</td>
</tr>
<tr>
<td>Paris</td>
<td>0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0</td>
</tr>
<tr>
<td>New York</td>
<td>0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0</td>
</tr>
<tr>
<td>London</td>
<td>0 0 0 0 1 0 1 1 0 0 0 0 1 1 0 1 0 0 1</td>
</tr>
<tr>
<td>Seoul ∨ London</td>
<td>1 0 0 0 1 1 0 1 1 0 1 0 1 1 1 0 1 0 1 1</td>
</tr>
</tbody>
</table>

*Fig. 1. A set of bitmaps.*
Two variants of BBC scheme have been proposed: a one-sided version that only compresses runs of zeros, and a two-sided version that compresses runs of both zeros and ones [25]. In this paper, we only describe the two-sided version since it can compress almost as good as the one-sided version [13].

In the two-sided version of the BBC scheme, there are four types of distinguishable runs. These four types are distinguishable by their header bytes, which are shown in Fig. 2.

Case 1: In this case, a run of length at most 3 bytes followed by a tail of length up to 15 bytes is encoded by a header byte followed by a sequence of tail bytes. The Most Significant Bit (MSB) of the header byte is set to 1 to indicate this case. The bit following the MSB stores a fill-bit, which is either 0 or 1 depending on whether the run it encodes is a sequence of zeros or ones. This is followed by a two-bit representation storing the length of the run (in bytes), which in turn is followed by a four-bit representation indicating the length of the tail (again, in bytes). If \( k \) is a value stored in the last four bits of this header byte (where \( 0 \leq k \leq 15 \)), the \( k \) bytes following the header byte store the next \( k \) bytes following the run that is encoded by the header byte.

Case 2: In this case, a run of at most 3 bytes, followed by a single odd byte is encoded by a single header byte. The odd byte has a property that all bits, except one, in the byte are set to the same bit as the run preceding it. The first two most-significant bits in the header byte are set to 01 to indicate this case. The next bit stores the fill-bit, and the two bits following it store the number of fill-length bytes. The remaining three bits store the odd position, i.e., position that has a different bit in the odd byte.

Case 3: This case is similar to Case 1, except that the length of fill is at least 4. Instead of putting the fill length in the header byte, it uses one or more counter bytes to encode the fill length. The MSB of a counter byte is set to 1 if there are more counter bytes, and is set to 0 otherwise. The remaining seven bits in the counter byte store the bit sequence corresponding to the fill length (spread over all the counter bytes).

Case 4: This case is similar to Case 2, except that the length of the fill is at least 4. Again, counter bytes are used to store the fill length (as in Case 3).

An example bit sequence and its result of compression is shown in Fig. 3.

The BBC scheme compresses nearly as well as gzip [13]. However, in the worst case, the total time required to perform a logical operation on two BBC compressed bitmaps can still be longer than that on two uncompressed bitmaps.

### 2.2. Word-aligned hybrid (WAH)

Another compression scheme based on run-length encoding is Word-Aligned Hybrid (WAH) scheme [24]. This scheme is similar to BBC, except that unit of compression is a word (of length 32 bits) instead of a byte – hence its name. The scheme is much simpler compared to the two-sided BBC described earlier. The input bitmap is divided into blocks of length 31 bits each. Each word in the compressed bitmap encodes one or more of these blocks. If a block contains both zeros and ones, then it is encoded as a literal block by setting the MSB to 0, and writing the 31 bits of the block as remaining bits in the word. For \( k \leq 2^{30} - 1 \), if there is a run of \( k \) blocks of zeros (or ones), then this run is encoded by setting the MSB to 1, the bit following the MSB to 0 (or 1), and the remaining bits to the value of \( k \) in binary. Runs that are at least \( 2^{30} \) blocks are encoded by splitting them into shorter runs that can be encoded in one word in a greedy manner.

An example bit sequence and its result of compression is shown in Fig. 4.

### 2.3. Enhanced word-aligned hybrid (EWAH)

Enhanced Word-Aligned Hybrid (EWAH) [15] is a variant of WAH. It improves the WAH scheme but the most important difference from WAH is that EWAH never generates a compressed bitmap larger than (within 0.1% of) the uncompressed bitmap. Fig. 5 shows an example of EWAH encoding.

The EWAH compression algorithm is as follows. The given bitmap is divided into 32-bit groups. These groups are classified as two types: clean word and dirty word. A clean word contains all equal bits, either all zeros or all ones. On the other hand, a dirty word cannot be compressed since it consists of heterogeneous bits (0 and 1).

A marker word is a kind of header indicating a type of next words. The marker word consists of three parts. The first part (one bit) is type of clean words (zero or one), half of a word (16 bits) store the number of clean words and the rest of bits (15 bits) store the number of dirty words. Thus, the maximum number of clean words and dirty words that can be compressed using a single marker word are \( 2^{16} - 1 \) and \( 2^{15} - 1 \), respectively.
2.4. Position list WAH (PLWAH)

Prior WAH-based schemes consider a word with only a single odd bit as a literal, which makes the word incompressible. Position List WAH (PLWAH) [9] tries to alleviate this, by storing location of an odd bit explicitly in a full word using \( \log_2 w \) bits, where \( w \) is the size of a single word and \( s \) is the number of odd bits.

PLWAH compresses a bitmap by four steps: (i) divide the original bitmap into \( \frac{w}{C_0} \) bit groups; (ii) identify groups that are either 0-fulls or 1-fulls which can be merged; (iii) for non-mergeable groups, append a 0 to MSB to indicate that they are literals. Otherwise, put the length of a merge to \( \frac{w}{C_0} \) bits; (iv) identify a nearly identical literal following the merge, calculate the location of the odd bit and put it in a full word.

Fig. 6 explains these steps of PLWAH compression with an example. Firstly, a bitmap is grouped into 31-bit sequence. After this, depending on the content, a non-set bit is appended to the MSB if a group is a literal, or a set bit otherwise. Finally, if a literal word next to the full word contains only a single odd bit, then the location of it is put in the 3rd to 7th significant bits. For instance, the second literal word contains a set bit only in the 27th location, thus 1101 is piggybacked in the first full word, as underlined in the figure. If more than one odd bit exists, then the locations are concatenated after the first one.

Another compression scheme called Compressed N Composable Integer Set (CONCISE) [8] is suggested for \( s=1 \).

2.5. Partitioned WAH (PWAH)

Partitioned WAH (PWAH) [22] divides a single word into \( P \) partitions, while a header of \( P \) bits exists to specify the type of a certain partition, whether it is a fill or a literal. Compared to WAH and EWAH, PWAH has the efficiency of storing bitmaps that have a sequence of literal and 0-fill. Depending on the word size, PWAH has a fixed value of \( P \).

In case of \( w=32 \), there are two different values of \( P \): 2, 4, whose partition occupies \( \frac{32}{P} \) bits.

PWAH uses extended fill to save the space needed to represent contiguous zeros that exceeds the maximum value of a run to indicate. Rather than adding up the number of fill length consecutively, extended fills concatenate numbers in a bitwise manner.

Fig. 7 explains the process of PWAH compression. In each header segment, the information about subsequent segments is stored. If the segment is a literal, it is stored in uncompressed form. If the segment is a fill, then the type of fill and its length are stored. In case of the length exceeding limit of container, it is stored in multiple segments. For example, the length 66 in PWAH-4 is stored in two segments and concatenating them gives the total length.

2.6. COMPressed adaptive index (COMPAX)

Different from three WAH-based compression schemes, COMPressed Adaptive index (COMPAX) [10] only considers 0-fills compressible. Nevertheless, COMPAX merges a sequential combination of 0-fills and literals to a single chunk (run), which is known as piggybacking approach. This applies when only a single byte in a word is not a 0-fill.
There are two more types of a single chunk other than a literal and a 0-fill. One is LFL, which stands for Literal-Fill-Literal, and another is FLF representing Fill-Literal-Fill. For each literal inside this merged form, only a single byte in a single word differs from 0-fills. Compression of bitmap is done on-the-fly with a look-back of at most two words for merging components of FLF and LFL.

Fig. 8 describes the process of compressing a bitmap using COMPAX scheme. While scanning through the bitmap, when a combination of either fill-literal-fill (FLF) or literal-fill-literal (LFL) appears, the compressor backtracks two words and checks if these words could be merged into a chunk. The remaining part is compressed analogously.

2.7. Variable-aligned length WAH (VAL-WAH)

The Variable-Aligned Length WAH (VAL-WAH) [12] scheme proposes a framework that optimizes both compression and query time by allowing bitmaps to be compressed using variable-length encoding while maintaining alignment. The size of a word $w$ is a power of 2 and it is fixed by a certain machine-dependent factor. However, setting an unit of compression different from $w/C_0$ is possible. Based on this, dividing a word with segments and putting compressed results there is suggested.

Assuming a word with size $w$ bits, this scheme stores compressed results in blocks of size $s$, which is known as the segment factor. When $s = w − 1$ is possible. Based on this, dividing a word with segments and putting compressed results there is suggested.

An input bitmap is first inspected by segment length selector. Upon the possible values of $s$ and another user-tuning factor $i$, the selector calculates the compressed size using a specific value of $s$ and returns the one with the lowest probable size. After this process is finished, actual bitmap compression is done. A header is generated for each word, with the $w/b$ most significant bits indicating the content of each segment.

An example is given in Fig. 9. When $w=32$ and $b=8$, we need 4 bits to store a flag and remaining 28 bits to store blocks. Candidates of $s$ include 7, 14 and 28. We omit the case where $s=7$. For each candidate, the compressed size is calculated by the segment length selector. In this case, $s=15$ has the lowest compression size, so it is chosen as the segment length. Finally, WAH compression is applied.

2.8. Run-length Huffman (RLH)

Run-Length Huffman (RLH) [20] is a combination of run-length encoding and Huffman encoding. Firstly, this scheme calculates distances between 1s in the bitmap and gets frequency of the distance. For instance, a bit sequence 0000001 can be represented as 6 and the frequency of 6 is one. After this process finishes, the result is compressed by Huffman encoding.

Fig. 10 explains the process of compressing a bitmap using RLH. In the first step, distances between successive 1s are calculated. Frequencies of the gathered values are computed and are used to build the Huffman tree. The codes generated from this Huffman tree are used to compute the encoding.

3. Super byte-aligned hybrid (SBH)

We now describe our new scheme for bitmap compression, which we refer to as Super Byte-aligned Hybrid (SBH). It is a byte-based compression scheme similar to BBC. We use the concept of what we call a super-bucket to speed up logical operations, at the expense of a slight increase in the space when compared with BBC.

More specifically, unlike BBC and WAH, SBH first divides the bit sequence into blocks, called super-buckets, of length $l_b$, for some integer parameter $l_b$. It then applies a
compression scheme similar to, but simpler than, BBC to obtain the compressed bitmap. In the following, we
describe compression and decompression algorithms for the SBH scheme in more detail.

3.1. Compression

We first divide the input bitmap into super-buckets of length \( l_b \), and further divide each super-bucket into buckets of length 7 bits each. When all the seven bits in a bucket are zeros (or ones), we call that a 0-fill (or 1-fill) bucket. Otherwise, we call it a literal bucket. We choose \( l_b \) to be a multiple of 7, so that each super-bucket holds an integer number of buckets. For practical reasons, we choose \( l_b \) to be at most \( 7 \cdot \binom{2^{12}}{1} \), so that any runs within a super-bucket can be encoded using at most two bytes.

A literal bucket is stored as-is in a byte, with an added 0 in the MSB position. Any other bytes in the compressed bitmap that do not encode a literal bucket have their MSBs set to 1 to distinguish them from literal buckets. In particular, if we have a run of zeros (or ones) that spans \( k \) buckets in the uncompressed bitmap, for \( 1 \leq k \leq 2^{12} - 1 \), it is encoded by writing the value of \( k \) in binary using either one or two bytes (as explained later).

If the value \( k \) is at most 63 (\( \approx 2^6 - 1 \)), we simply write down binary representation of \( k \) using six bits, and add 10 (for 0-fill or 11 for 1-fill) in the most significant positions. On the other hand, if \( k \) is larger than 63, then we write binary representation of \( k \) using 12 bits. The procedure is: (i) split \( k \) into two equal halves; (ii) add 10 (or 11) at the beginning of both halves; (iii) write the resulting bytes in reverse order (i.e., second byte followed by the first byte).

For example, suppose there is a run of zeros that spans 91 buckets (i.e., 91 \( \times 7 \) consecutive 0 s). We encode this run by writing the two bytes 10011011 and 10000001, which is obtained by writing the binary representation of 91 with leading zeros to make its length equal to 12 (namely, 000001 011011), splitting it into two equal halves, adding 10 to both (to indicate that they represent a run of zeros), and finally, reversing the two resulting bytes. The reversal is done so that we can decode the compressed sequence without any look-ahead. In the example, the first byte is decoded as a run of 27 \( \times 7 \) zeros, and the next byte (because it follows a byte with the same header part) is decoded as a run of 64 \( \times 7 \) zeros, which are then added to decode a run of 91 \( \times 7 \) zeros.

A detailed example of a bit sequence and its corresponding SBH-compressed bitmap are shown in Fig. 11, and the algorithm describing the compression for our scheme is described in Algorithm 1. Algorithms dealing with 0-fills and 1-fills are explained in Algorithms 2 and 3, respectively. For Fig. 11, the length of super-bucket is arbitrarily set to \( 7 \cdot \binom{2^{12}}{1} \).

Algorithm 1. Compression algorithm of SBH.

Input: Uncompressed bitmaps, size of super-bucket (\( l_b \))
Output: Compressed bitmaps.

for \( x = 1 \) to cardinality do
  for \( y = 1 \) to length of bitmaps/\( l_b \) do
    for \( z = 1 \) to number of groups within super-bucket do
      // consider a group is whether a literal or a fill (zero or one);
      if group = zero-fill then
        MakeZeroFill (the number of zero-fill);
      else
        if group = one-fill then
          MakeOneFill (the number of one-fill);
      end if
    end for
  end for
end for
the query processing time. Initially, bits inside super-bucket that reduces bitmap (from left to right) and decode them one by one. In compression process. We read bytes from a compressed 

Algorithm 2. MakeZeroFill.

Input: The number of zero-fills ($count_0$).
Output: The compressed zero-fills format.

while $count_0 > 0$ do
    append two bits 10 and first 6 bits of $count_0$ to compressed bitmaps;
    $count_0 = count_0 \div 6$;
    $count_0 = 0$;

Algorithm 3. MakeOneFill.

Input: The number of one-fills ($count_1$).
Output: The compressed one-fills format.

while $count_1 > 0$ do
    append two bits 11 and first 6 bits of $count_1$ to compressed bitmaps;
    $count_1 = count_1 \div 6$;
    $count_1 = 0$;

3.2. Decompression

The basic flow of decompression is the opposite of the compression process. We read bytes from a compressed bitmap (from left to right) and decode them one by one. In addition, this algorithm uses super-bucket that reduces the query processing time. Initially, bits inside super-bucket are set to all zeros.

The MSB of each byte in the bitmap tells us whether it encodes a literal or a fill. If the MSB is zero, we perform an OR operation between the byte and the current position inside super-bucket. On the other hand, if the MSB is one, then that byte stores a fill. The bit next to the MSB represents the fill bit, either 0 or 1. The last six bits represent the counter value from which we get the length of the run. When decoding a fill, we remember the first two bits of that and check whether they match the first two bits of the following byte. If they match, then we multiply the value in second byte by 64 ($2^6$) and add it to the counter represented by the previous byte.

If the byte represents a 0-fill, then we do not need to explicitly decompress that byte. That is, because bits inside this byte are all zeros, the original bitmap should only contain zeros. Since we are dealing with OR operations, the result of operation is irrelevant to the content of this bitmap. Thus, we can skip the next x number of bits, where x is the value of counter. For example, assume that the decompression position in the bucket is 8 and the number of the counter on the 0-fill is 6. The decompression position on the bucket is set to $8 + 42 (6 \times 7)$. Between the bit position 9 and 49, the algorithm does not perform any operations because bits inside the relevant position in super-bucket are not affected by the result of decompression.

The decompression algorithm is described in Algorithm 4.

Algorithm 4. Decompression algorithm of SBH.

Input: Compressed bitmap indexes, super-bucket size.
Output: Row IDs.

for $c=$ starting position of a query range to ending position of a query range do
    $x=1$;
    $y=1$;
    while $y <$ the number of bits of super-bucket do
        Initialize all of bits in super-bucket to zero;
        $multi_num = 6$;
        if $bitmap[x]$ is a fill then
            $\downarrow bitmap[x]$; c-th bitmap
            $a=value$ of $bitmap[x]$ with two MSBs removed;
            if Previous byte was a fill then
                $a = a*multi_num$;
                $multi_num = multi_num + 6$;
            if $bitmap[x]$ is a 1-fill then
                set all bits in super-bucket $[y...y+a \times 6]$ to 1;
                $y = y + a \times 6$;
            else
                super-bucket $[y...y+a+7] =$ super-bucket $[y...y+7]bitmap[x]$;
                $y = y+7$;
            end
        end
        if $x$ is the end of bitmap bytes then
            break;
        end
        $x = x + 1$;
        Check the super-bucket and get the corresponding Row IDs by looking up the position of ones.

4. Experimental results

In this section, we compare practical performance of our scheme with other bitmap compression schemes. As mentioned earlier, we used two of the well-known bitmap compression schemes, namely BBC and WAH schemes to compare with SBH. In addition, we also used the standard Lempel-Ziv (LZ77) compression scheme [27], which is supported by Linux. The code of SBH is uploaded to an online repository.1

4.1. Experimental settings

Experiments were conducted on a PC with CPU (Intel Xeon E7450) 2.40 GHz, 64 GB RAM, and 2 TB hard disk. The

1 https://github.com/ChoriKim/SBH
machine ran Fedora 22 64-bit with 4.16 kernel version. All tested compression techniques were implemented in C++. Two main factors we wanted to improve are the size of the compressed bitmap index and the time required to perform the Boolean operations.

The size of the compressed bitmap indexes was measured using the Linux command “wc -c” to compute the overall size of bitmaps. Query time is measured for range queries which execute bitwise-OR operations. Even though other bitwise operations are also commonly used, we assume that time for these other Boolean operations is similar to that of OR operation. std::chrono in C++ was used to measure the running time. The result is given as the average of 10 executions per each query.

In our experiments, an OR operation can be described as an SQL query in the following example:

\[
\text{SELECT* FROM LINEITEM WHERE QUANTITY > 5 AND QUANTITY < 14}
\]

This SQL query involves searching bitmap indexes for \(B_0: \text{QUANTITY} = 6, B_2: \text{QUANTITY} = 7, \ldots\) and \(B_{13}: \text{QUANTITY} = 13\), and performing an bitwise OR operation \(B_0 \lor B_2 \lor \ldots \lor B_{13}\) on those.

In addition, as in [19], we used one of the commercial database management systems (DBMS), and PostgreSQL [17], an open-sourced DBMS, to compare the performance. In the analysis we did not compare the compression time of the two DBMSs with the other schemes. The core reason is that DBMSs use not only the compression technique itself, but also other proprietary techniques which we do not know about the internals in detail. PostgreSQL, by default, provides a combination of indexing schemes; we used the options for generating bitmap indices only.

### 4.2. Data sets used in experiments

We used two types of data sets: (i) synthetic data sets and (ii) TPC(H) benchmark [21] data sets.

#### 4.2.1. Synthetic data

We used two types of synthetic data sets in experiments: uniform and non-uniform types. The uniform data sets were generated using \text{rand} and \text{rand} functions which are in \text{stdlib} header provided by the GNU C Library. To observe the tendency, we varied the number of rows in data from 0.05 billion to 100 billion. The non-uniform data sets were generated with 1 billion rows, and their cardinality varies from 10 to 3000. Two random distributions were used: Gaussian distribution and Zipfian distribution. Gaussian distribution is often used in the natural and social sciences for real-valued random variables, and Zipfian distribution reflects real world, especially in data types used in physical and social sciences. We set the mean of Gaussian distribution as half of the size of the data, and the standard deviation of it as 0.2 \times the size of the data. The Zipfian distribution could be represented as:

\[
f(k; s, N) = \left(\frac{1}{k^s}\right) \sum_{n=1}^{N} \frac{1}{n^s}.
\]

where \(N\) is the number of elements, \(k\) is their rank, and \(s\) is the value of the exponent characterizing the distribution. We generated data sets for \(s = 1\).

#### 4.2.2. TPC(H) benchmark

The TPC(H) benchmark is commonly used in evaluating database systems, and is considered as a standard decision support benchmark. It consists of a suite of business oriented ad hoc queries and concurrent data modifications. TPC(H) benchmark is composed of eight separate and individual tables, as shown in Fig. 12. The benchmark data are generated along with a scale factor, \(SF\). We experimented with six different scale factors: 1, 10, 30, 50, 100, and 300.

We used the table \text{LINEITEM}, which consists of 16 attributes mentioned below (the values in parentheses indicate cardinalities of the corresponding attribute):

<table>
<thead>
<tr>
<th>ORDERKEY (1, 500,000 \times SF), PARTKEY (200,000 \times SF), SUPPKEY (10,000 \times SF), LINENUMBER (7), QUANTITY (50), EXTENDEDPRICE (flexible), DISCOUNT (11), TAX (9), RETURNFLAG (3), LINESTATUS (2), SHIPDATE (2526), COMMITDATE (2466), RECEIPTDATE (2,555), SHIPINSTRUCT (4), SHIPMODE (7) and COMMENT (flexible)</th>
</tr>
</thead>
</table>

We disregarded attributes having flexible cardinality (\text{ORDERKEY}, \text{PARTKEY}, \text{SUPPKEY}, \text{EXTENDEDPRICE} and \text{COMMENT}). Among attributes having fixed cardinality, we selected three representative attributes having different cardinalities \text{DISCOUNT}, \text{QUANTITY} and \text{SHIPDATE}. This test set gives different ranges of cardinality, from small to large.
4.3. Results

We evaluated the performance of SBH in several ways by comparing it with BBC, WAH, a commercial DBMS and PostgreSQL. First, we compare the schemes in terms of compression time by varying the cardinality of the attribute. Because bitmap indexes of the commercial DBMS and PostgreSQL are not compressed, we do not include them in the comparison for the compression times. Next, the performance of the schemes is analyzed with respect to the cardinality and the number of rows. Finally, we check the relationship between data size and query processing time, where a query consists of bitwise-OR operations. We use both the synthetic data and the TPC (H) benchmark data for scalability tests. In our machine, because both the DBMS and PostgreSQL could not load the data over 5 billion rows for the synthetic data and over scale factor 100 for the TPC(H) benchmark, we only measured their performance for data sizes up to 2 billion rows (in Figs. 15 and 16), and for scale factors up to 100 (in Figs. 20–22).

When the cardinality of bitmap is less than 50, all the techniques have similar sizes for the compressed bitmap indexes and also similar query processing times, because bitmap indexes are not compressed well in this interval. Thus, better performance of compression schemes comes when the cardinality of bitmap is above 50.

4.3.1. Synthetic data

Fig. 13 shows the size of bitmap indexes and compression time in relation to the cardinality of attribute, for one billion rows. Note that except WAH, the compression ratio of all techniques gets better while having similar tendency. In Fig. 13a, we notice that the index size of WAH increases rapidly until around 100 cardinality, but the graph grows smoothly after that. The sizes of both the DBMSs are independent of the cardinality. The reason could be that they allocate a fixed number of bytes per row. In terms of compression time, SBH is the fastest. Note that we do not include two DBMSs in the comparison of the compression times since they do not compress the bitmap index. Fig. 13c shows the query processing time with cardinality of attribute at one billion rows. After 50 cardinality, the query processing time of SBH is the fastest, regardless of cardinality and number of bitwise operations. Compared to the commercial DBMS and PostgreSQL, the query processing time of SBH does not lag behind.

Fig. 13 shows that the query processing time of SBH is the fastest and the size of compressed bitmap indexes using SBH is relatively small. The size of those using BBC is the smallest in terms of compression, but the query
processing time is about 50 times slower than that of SBH. Compared to WAH, SBH has also better query processing time and size. In Fig. 13c and a, abnormal shape in less cardinality range of WAH graph is found. The reason is that literals reside in most of bitmap indexes with low cardinality, so that the bitmap indexes are seldom compressible.

Figs. 14 shows the tendency of compression time for cardinalities 10 and 1000. We measured the compression time with only these two cardinalities, since bitmap indexes are hardly compressed for small (10) cardinality, while for large (1000) cardinality, bitmap indexes are compressed well. It shows that the compression time of all techniques increases linearly. Intuitively, it is clear that the larger the number of rows gets, the longer time it takes to compress the bitmap indexes.

The tendencies in Figs. 13 and 14 can be explained by noting that algorithms which guarantee a good compression ratio commonly involve complex operations trying to find the best case to get better compression, which increases its running time.

Figs. 15 and 16 show the experimental results executed in 10 and 1000 cardinality, respectively. Fig. 15a shows the tendency of compressed index size on randomly generated synthetic data. Fig. 14a indicates query processing time where each query performs eight OR operations in the bitmap index. In Fig. 15a, the graph is linearly increased with respect to the number of rows. As we mentioned before, in 10 cardinality, compressing bitmap indexes is poorly done. Thus, SBH gives good compressed index size among all the schemes compared, but the query processing time of the scheme is not as good as our expectation.

From Fig. 15a, we note that as the number of rows becomes larger, the size of bitmap indexes increases linearly except PostgreSQL. Fig. 14b shows the cases executed by the range query which is composed of eight OR operations on each data set. Except for two DBMSs, the other three schemes have the similar increasing tendency. From Fig. 16, we come to the conclusion that SBH is efficient for large cardinalities.

The relative performance does not change even though the size of data increases. To summarize, the compression time is proportional to the number of rows, and SBH has
the best performance regarding the query processing time and compression size.

Figs. 17 and 18 show the compression index size and query processing times for data generated using the Gaussian and Zipfian distributions, respectively, which are non-uniform distributions. The query processing times of those schemes are also measured using eight OR operations. These results have similar tendency in terms of size and time as the randomly generated data. In terms of size, SBH and BBC schemes take significantly less space than WAH, since byte-based schemes have better compressibility than word-based schemes, in general. Moreover, in terms of query processing time, SBH is 50 times faster than BBC, and 5 times faster than WAH.

4.3.2. TPC(H) benchmark

Fig. 19 shows the size of compressed bitmap indexes and their query processing time. From the synthetic data experiments, we observed that for cardinalities larger than 50, the performance of SBH improves noticeably. This implies that for the attributes QUANTITY and SHIPDATE (with cardinalities 50 and 2526, respectively), SBH is better on the query processing time as well as the bitmap index size. Since the value of cardinality around 50 is a starting point to make compressed bitmap indexes and effective bitwise operations, the performance of SBH is not so good relatively for the QUANTITY attribute. However, in the case of the SHIPDATE attribute, SBH has outstanding performance as expected.

Figs. 20–22 indicate the tendency of each of the schemes with respect to the scale factor (SF). Fig. 20 shows the index size and query performance for the DISCOUNT attribute (with cardinality 11). If we exclude two DBMSs for the remaining three schemes, the increasing order of compressed index size is the same as the decreasing order of query processing time. As mentioned before, since this attribute is in the range of low cardinality value, SBH does not show remarkable performance.

Fig. 21 shows the size and query time performance of the four schemes for the QUANTITY attribute. Since the compressibility of bitmap index changed from Fig. 20, the tendency of query processing time is also changed. In case of SBH, the relative factor between compressed index size and query processing time is noticeable. Even though the
Fig. 19. TPC(H) Benchmark in scale factor 1.

Fig. 20. TPC(H) Benchmark in DISCOUNT attribute.

Fig. 21. TPC(H) Benchmark in QUANTITY attribute.
increment in compressed index size in SBH is higher, its query processing time is still the fastest even in larger scale factors.

Fig. 22 displays results for the SHIPDATE attribute. Most properties are similar to those from Fig. 21. The compressed index size of SBH is the smallest. Additionally, the query processing time of SBH is the fastest.

In all three attributes, the size of compressed bitmap index is proportional to the scale factor. Similarly, the query processing time also increases along with the scale factor. SBH-compressed bitmap indexes occupy relatively small size, and their query processing time is also better than the other techniques, except for the DISCOUNT attribute.

4.3.3. Summary

- In all three techniques, the time to compress bitmap indexes increases linearly with the cardinality of the indexed column.
- The time to compress bitmap indexes is also proportional to the number of rows in all three factors. For cardinalities less than 50, the compression ratio of all techniques is not high, i.e., all three schemes do not achieve good compression. For this reason, query processing time in all techniques is high.
- SBH scheme gets better performance for cardinalities larger than 50, and its compressed index size is lower than that of the other schemes, and is comparable to that of BBC.
- The results for the TPC(H) benchmark data are similar to those for the synthetic data.

5. Conclusions

We propose a new bitmap compression scheme called SBH which performs better than the widely used WAH compression scheme. The query processing time of our scheme is significantly better than BBC compression scheme while it achieves almost similar space consumption. Even though bitwise operations on compressed bitmaps using a byte-based scheme like BBC are much slower than those of WAH, SBH could take less time to compute logical operations for cardinalities larger than 50. Through rigorous experiments, we illustrated the remarkable performance of SBH compared to WAH, BBC and two DBMSs, a commercial DBMS and PostgreSQL. We also have shown that the differences in performance among all techniques are affected not only by the number of rows but also by the cardinality.
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