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Abstract—Unlike database tables, Bþ-tree indexes are hierarchical and their structures change over time by node splitting operations,

which may propagate changes from one node to another. The node splitting operation is difficult for the basic In-Page Logging (IPL)

scheme to deal with, because it involves more than one node that may be stored separately in different flash blocks. In this paper, we

propose Dynamic IPL Bþ-tree (d-IPL Bþ-tree in short) as a variant of the IPL scheme tailored for flash-based Bþ-tree indexes. The

d-IPL Bþ-tree addresses the problem of frequent log overflow by allocating a log area in a flash block dynamically. It also avoids a

page evaporation problem, imposed by the contemporary NAND flash chips, by introducing ghost nodes to d-IPL Bþ-tree. This simple

but elegant design of the d-IPL Bþ-tree provides significant performance improvement over existing approaches. For a random

insertion workload, the d-IPL Bþ-tree outperformed a Bþ-tree with the plain IPL scheme by more than a factor of two in terms of page

write and block erase operations.

Index Terms—Dynamic in-page logging, flash memory indexing, Bþ-tree.
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1 INTRODUCTION

THE recent advances in the flash memory technology
have garnered much attention from various sectors of

industry from mobile devices to home entertainment and
appliances to business enterprises. Due to its superiority in
access latency, energy consumption and the two-fold
annual increase in its density, flash memory storage
devices, mostly in the form of solid state drives (SSDs),
are being adopted rapidly by storage and database vendors
for large-scale enterprise servers. However, the erase-
before-update property of flash memory is still considered
the most serious limitation that would result in tardy small
random writes, which are fairly a dominant access pattern
in database tables and indexes.

Recently, a new buffer and storage model called In-Page

Logging (IPL) has been proposed to optimize the write

performance of flash-based database systems [1]. The key
idea of the IPL scheme is to colocate data pages and their

associated log records in the same flash block such that the
amount of physical writes is minimized at the nominal

overhead of read operations. By writing physiological log
records into the same block containing the corresponding

data pages without updating the data pages themselves in
place, the IPL scheme can effectively overcome the erase-

before-update limitation of flash memory. It has been shown
that the IPL scheme can improve substantially the I/O

performance of a flash-based database system for database
tables [1] and Bþ-tree indexes [2].

Unlike database tables, Bþ-tree indexes are hierarchical
and their structures change over time by node splitting
operations, which may propagate changes from one node to
another. The node splitting operation is difficult for the IPL
scheme to deal with, because it involves more than one
index node that may be stored separately in different flash
blocks. This will lead to serious concerns we call frequent log
overflow and page evaporation problems. As we discuss in
more detail in Section 2.3, the performance of the IPL
scheme might deteriorate without addressing these con-
cerns adequately.

In this paper, we present Dynamic IPL Bþ-tree
(d-IPL Bþ-tree in short) as a variant of the IPL scheme
tailored for flash-based Bþ-tree indexes so that the frequent
log overflow and page evaporation problems can be
addressed. The d-IPL Bþ-tree improves the utilization of
flash blocks by allocating a log area within a flash block
dynamically, and avoids frequent log overflow by reducing
the number of log records required by a node splitting
operation. Specifically, the d-IPL Bþ-tree stores a new
index node and an old index node from which the new one
is split in the same flash block, so that the structural change
caused by a node splitting operation can be represented by
a few physiological log records. This simple but elegant
design of the d-IPL Bþ-tree improves the performance
significantly. For a random insertion workload, the
d-IPL Bþ-tree outperformed a Bþ-tree with the plain IPL
scheme by more than a factor of two in terms of page write
and block erase operations.

There have been several studies for flash-based Bþ-tree
indexes [3], [4], [5]. They assume a software layer called a
Flash Translation Layer (FTL) as a substratum for the Bþ-
trees, which provides a block device interface for upper
layers by emulating operations of a disk drive using flash
memory. Due to the FTL dependency, however, the FTL-
based approaches cannot utilize the characteristics of flash
memory fully, and their performance may not be scalable
or predictable.
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The key contributions of this work are summarized as
follows: first, we discover the problem of frequent log
overflow caused by a node splitting operation in a Bþ-tree
under the plain IPL scheme. Second, in order to address the
problem, we extend the IPL scheme such that log areas are
dynamically allocated, two splitting nodes are colocated in
the same flash block, and a node split event can be
represented succinctly in a few physiological log records.
Third, to address the page evaporation problem imposed by
the contemporary NAND flash chips, we introduce the
notion of a ghost node to the dynamic IPL scheme. Fourth,
we evaluate the performance of d-IPL Bþ-tree in compar-
ison with existing FTL-based Bþ-tree approaches.

The rest of this paper is organized as follows: Section 2
reviews related work such as the IPL scheme and existing
FTL-based Bþ-tree approaches, and discusses the motiva-
tions of the d-IPL Bþ-tree we propose in this paper.
Section 3 describes the structure of the d-IPL Bþ-tree
index and presents its key ideas such as dynamic log areas,
ghost nodes, and log write policies. Sections 4 and 5
present the procedures for insertion, deletion, and search
operations. Section 6 analyzes the performance of the
d-IPL Bþ-tree index. Finally, Section 7 summarizes the
contribution of this paper.

2 RELATED WORK AND MOTIVATION

In this section, we review existing FTL-based Bþ-tree
approaches as well as the IPL scheme proposed for flash
memory-based database systems. We also provide the
motivations of this work by defining the problems that
would occur when the IPL scheme was applied to Bþ-tree
indexes without taking the characteristics of hierarchical
Bþ-tree indexes into consideration.

2.1 Bþ-tree Indexes with Underlying FTL

Flash memory does not allow any data item or a page
containing the data item to be updated in place just by
overwriting it [6]. In order to update an existing data item
stored in flash memory, a time-consuming erase operation
must be performed in advance. Besides, the erase
operation cannot be performed selectively on a particular
page, and can only be done for an entire block (or an erase
unit) containing the page to be updated. A block is much
larger (typically 64 or 128 times) than a page, and a block
erase operation is much costlier than a page read or page
write operation.

In order to hide its unique characteristics different from
existing block devices such as disk drives, most flash
memory storage devices are equipped with a firmware or
software layer called a FTL [6]. The FTL provides a block
device interface for upper layers by emulating operations
of a disk drive, and is responsible for several essential
functions of flash memory storage devices such as address
mapping and wear leveling. Therefore, it will be con-
venient to build a conventional disk-based Bþ-tree index
on top of FTL. However, the frequent random writes of
Bþ-tree indexes make the conventional approach vulner-
able to performance degradation due to the erase-before-
update limitation of flash memory. Most existing flash-
aware approaches still utilize FTL as an underlying layer to

build Bþ-tree indexes but they adopt additional strategies

to avoid random write operations as much as possible.

This section introduces such FTL-based flash-aware Bþ-

tree indexes as BFTL [3] and FlashDB [4], and discusses

their limitations.

2.1.1 BFTL

To the best of our knowledge, BFTL [3] is the first flash-

aware Bþ-tree designed on top of FTL. Its objective is to

minimize the amount of redundant writes that may be

required by flash memory limitations. BFTL represents an

insert/update/delete operation applied to a Bþ-tree node as

a log record, and stores the log data sequentially in a RAM

area called a reservation buffer. The log data are flushed to

flash memory when a node-sized buffer slot becomes full.
Since BFTL does not dedicate a physical storage unit to a

set of log records belonging to the same tree node, the log

records of a tree node can be scattered in many different

physical pages in flash memory. For this reason, BFTL

needs to maintain a complex node translation table (NTT)

that maps each logical node in a Bþ-tree index to the pages

containing any log record of the node. Consequently, when

a node is accessed, the node should be constructed on the

fly by reading all the pages containing its log records from

flash memory.
In order to reduce the read overhead in BFTL, a

compaction operation is invoked for a node, when the
number of pages containing any log data of the node
exceeds a predefined threshold value. For the compaction
operation, BFTL reads the pages containing the log data of
the node, builds the node in RAM, and then write the node
back into a series of pages. The more compaction operations
are invoked by BFTL, the less page read operations may be
needed but the more write and erase operations will be
required. In addition, BFTL does not suggest any kind of
garbage collection for the invalid pages at the logical file
system level, after the compaction operation.

2.1.2 FlashDB

Nath et al. have proposed another approach called FlashDB

with self-tuning features [4]. FlashDB tunes the perfor-

mance of a Bþ-tree index by separating tree nodes into two

groups by their access patterns. If a tree node is more read

than written, the node is referred to as disk type and stored

just like a tree node of a conventional disk-based Bþ-tree

index. If a tree node is more written than read, the node is

referred to as log type and managed by a strategy similar to

BFTL. In order to deal with changing access patterns, a cost

function is used to determine the type of each tree node

such that the overall IO cost of a Bþ-tree index is minimized.

However, this will also increase the memory usage to keep

track of read and write operations and incur additional

overhead to change the type of a tree node back and forth.
Like BFTL, FlashDB relies on the heavy use of data

structures stored in RAM, which makes it vulnerable to

sudden power failures. In addition, the performance of BFTL

and FlashDB is not predictable because they use FTL as an

underlying layer, and it can vary considerably depending on

the characteristics of a chosen FTL implementation.
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2.2 In-Page Logging Bþ-tree Index

The IPL scheme takes advantage of logging for write
reduction so that the overall I/O performance of a flash
memory-based database system is improved [1]. In contrast
to conventional logging where log data are appended
sequentially (e.g., log-structured file system [7]), IPL
attempts to address the erase-before-update limitation of
flash memory by colocating log records with their corre-
sponding data pages in the same flash blocks. This can
reduce the absolute volume of writes significantly at the
nominally increased cost of read operations. As a pure
electronic device without any moving part, the write speed
of flash memory is uniform regardless of the physical
location where a write operation needs to be performed.
Therefore, with flash memory, log records can be stored in
the same flash block with the corresponding data pages
regardless of their physical location without incurring
excessive latency for random writes.

One obvious benefit of colocating data pages and their
log records is that the cost of a page read (including the cost
of accessing its log records) cannot be more than accessing a
flash block containing the page and the log records, because
they can always be found in the same block. Besides, the
IPL scheme attaches an in-memory log sector to a buffer
frame, when the buffer frame becomes dirty. An in-memory
log sector (512 bytes) can absorb several update operations
before it becomes full or its associated page frame is evicted
by the buffer manager. When a dirty page frame is evicted,
its in-memory log sector is written to flash memory but the
page itself is not. Note that such a sector write, smaller than
a page write, is feasible, because most contemporary (SLC-
type) flash memory chips support partial programming.1 We
assume that sector writes are allowed by the partial
programming of flash memory chips.

IPL Bþ-tree [2] was the first attempt to apply the IPL
scheme to Bþ-tree indexes without having to rely on a
particular FTL implementation. It adopts the in-page
logging strategy to deal with frequent updates required
for a flash-based Bþ-tree index. As will be described in the
next section, however, the plain IPL scheme is not capable of
dealing with frequent updates adequately, because a node
splitting operation of Bþ-tree involves more than one index
node that may be stored separately in different flash blocks.

In this paper, we propose a new flash-aware and FTL-
independent index structure called d-IPL Bþ-tree to mini-
mize the number of required block level operations. The
d-IPL Bþ-tree index uses log areas dynamically to improve
the utilization of flash memory and stores newly split tree
nodes temporarily as ghost nodes to deal with node splitting
operations efficiently.

2.3 Problem Definition

Insertion and deletion operations of a Bþ-tree index do not
consume log areas rapidly unless they cause structural
changes in the Bþ-tree. When a tree node needs to be split,
however, if the old and new nodes have to be stored

separately in different flash blocks, log areas will be
consumed rapidly because the node split operation cannot
be represented by a few physiological log records.
Furthermore, this problem is often exacerbated due to the
sequential page write requirement of most contemporary
NAND flash memory chips.

2.3.1 Frequent Log Overflow

Fig. 1 illustrates a node split operation of an IPL Bþ-tree
index. When a tree node E is split from an existing node B, it
may suffice to produce a few log records to describe this
operation physiologically. Since the IPL scheme requires
that data pages are associated with their own log sectors
independently from each other, the node B needs a log
record that denotes the removal of half of its entries and the
node E needs a log record that denotes the insertion of the
other half of B’s entries. Although the IPL scheme requires
that data pages and their log sectors are colocated in the
same flash block, it is not guaranteed that the nodes B and E
will be stored in the same flash block. Therefore, if the
nodes B and E are written to two different blocks, then these
blocks become subject to subsequent block cleansing opera-
tions independently from each other. If the block containing
the node B is cleansed, then the log records of B will not be
available to the node E any longer. This makes it impossible
to compute the new version of node E. One way of avoiding
this problem is to store “physical” log records—one for each
entry in a tree node—instead of physiological log records,
when a tree node is split. This approach, however, would
require each node split operation produces as many log
records as the entries stored in a node, which would in turn
end up consuming log sectors in the block very quickly. We
call this problem a frequent log overflow.

2.3.2 Page Evaporation

Recently, as the capacity of flash memory chips grows, most
flash memory manufacturers have imposed a new restric-
tion that pages in a flash block should be written in a
sequential order [8]. Under the original IPL scheme, a fixed
size of log area is allocated in a preset portion of a flash
block—typically in highly addressed consecutive sectors.
Consequently, as shown in Fig. 2, if a page in a nonfull
block is updated, a new log sector will be written into the
log area of the block, which may leave a region of free pages
in the middle of the block that can never be written into
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1. Although a page (typically 2 KB) is the basic unit of read and write
operations, SLC-type flash memory chips allow a limited number of partial
writes to be performed on a flash memory page [8], [9]. Therefore, it is
possible to write a page with a single page write operation or with four
separate (512 byte) sector write operations.

Fig. 1. Node split of IPL Bþ-tree.



because of the sequential page write requirement. We call this

a page evaporation problem.

3 THE DYNAMIC IPL Bþ-TREE INDEX

3.1 Structure of the Index

Unlike magnetic disk drives that have a page (or a sector) as

a single unit of I/O operations, flash memory have two

units of operations, namely, a page for read/write opera-

tions and a block for erase operations. As a flash-aware

indexing structure, the d-IPL Bþ-tree incorporates both the

notions of nodes (a node consist of several pages) and

blocks in its design of hierarchical structure.
The node-level structure of a d-IPL Bþ-tree is exactly

the same as that of a conventional Bþ-tree, except for

following definition:

N.a.Every node except the root is created by a node split
when an existing node becomes full. The new node
split from an existing one is first created as a form
of ghost node and embodied later to a regular node
by either a block split or a block cleansing
operation. (See Section 4 for the block split and
block cleansing operations.)

A ghost node defined above is essentially a group of

physiological log records stored in a log area rather than a

regular node stored physically in consecutive pages.
In addition to the node-level structure, the d-IPL Bþ-tree

has a hierarchical block-level structure defined as follows:

B.a. A flash block consists of a data area and a log area.
The data area stores regular nodes, while the log
area stores the physiological log records of the
regular nodes that have been updated. The ghost
nodes are also represented as physiological log
records stored in the log area.

B.b.The d-IPL Bþ-tree has only one block containing the
root node. Each nonroot block stores a group of
nonroot sibling nodes (either regular or ghost)
residing at a consecutive location of the same level
of the d-IPL Bþ-tree.

B.c. For insertion only workload, the minimum occu-
pancy of 50 percent is guaranteed for each block
except for the root block and the child blocks of the
root block.

B.d.When a new node is split from an existing one, the
new node is always created in the same block where
the existing node is stored. If a block runs out of
space for a new node, the block is split such that the
requirement (B.b) is satisfied.

Following the IPL scheme, the nodes of a d-IPL Bþ-tree
index are colocated with their log records in the same flash
block. Unlike the plain IPL scheme, however, the amount of
log data that a flash block can store varies from block to
block, because a log area stores not only log records but also
ghost nodes starting right after where regular nodes are
stored in the flash block.

When a block overflows with too many tree nodes, the
block is split into two blocks, each with half of the nodes,
satisfying the 50 percent minimum occupancy. Exceptions
of the guaranteed occupancy are the root block and the
child blocks of the root block. This is because the root index
node is allowed to have a fewer child nodes than the other
index nodes, and the number of child nodes may not be
enough to fill up the child blocks of the root block.

Fig. 3 shows an example d-IPL Bþ-tree index structure.
As illustrated in the upper half of Fig. 3, d-IPL Bþ-tree has
a hierarchical node structure like a conventional Bþ-tree,
and each node of the d-IPL Bþ-tree is stored in a flash
block denoted by dotted boxes. The lower half of Fig. 3
shows an example of flash blocks and the relationships
between a block and its member nodes.

3.2 Dynamic Log Area and Ghost Node

As described in Section 2.3.1, the problem of frequent log
overflow is caused by a node split operation when an
existing node and a new node split from it are stored in
two different flash memory blocks. In order to prevent
frequent log overflows, d-IPL Bþ-tree executes a block split
operation prior to a node split operation, if the flash
memory block containing the node to be split runs out of
space for a new node. In other words, if a block is full of
nodes, either regular or ghost, then the block is split
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Fig. 2. Page evaporation problem.

Fig. 3. Structure of the d-IPL Bþ-tree index.



preemptively so that a node split operation can be carried
out within a single block with enough room for a new
node. Specifically, a block split operation allocates two
clean flash memory blocks, and distributes the index nodes
between the two blocks equally. While nodes are moved
from an old block to the two clean blocks, their log records
are applied to the nodes so that all the nodes are stored as
the current versions in the new blocks.

Right after a preemptive block split is completed, each of
the two blocks will be half full of regular index nodes, and
the other (or bottom) half of each block will remain clean.
Since the bottom half of each block, right next to where
index nodes are stored, is clean, we can always write into
the rest of the block sequentially from top to bottom without
violating the sequential write restriction of flash memory.
This allows us to avoid the page evaporation problem.

Note that the purpose of a preemptive block split
operation is to guarantee that a node split always occurs
within a flash memory block containing the node to be split.
By having an existing node and a new one split from it
stored in the same flash memory block, a node split
operation can be represented by a few physiological log
records instead of a large number of physical log records.
This allows us to avoid the problem of frequent log
overflows in flash blocks.

When a node is split from an existing node without
causing a block split, the new node will be stored in the
current block where the existing node is stored. The new
node, however, will not be stored as a regular node because
it will be stored in a log area in the block. Instead, the new
node will be stored as a group of log record, and this type of
an index node is called ghost node in d-IPL Bþ-tree. The
novelty of our approach lies in that newly split ghost nodes
as well as updates made to a regular node are uniformly
represented by log records.

A ghost node in a block will be embodied into a regular

node by a subsequent block cleansing operation, which is

invoked when a block runs out of free log sectors. If a block

cleansing is invoked for a block, all the update log records

in the block are applied to their corresponding index nodes

to compute the current versions and all the ghost nodes in

the block are embodied by creating regular nodes for them.

All the current and regular nodes created by the block

cleansing operation will be stored in a clean flash memory

block. When a block cleansing operation completes, the log

area of a block will be smaller than it used to be, because the

number of regular nodes stored in the block will increase as

much as ghost nodes become regular. In fact, the log area of

a flash memory block is set to occupy the half of the block

by a block split operation, but its size can shrink as small as

just a single index node as the block is cleansed repeatedly.

3.3 Log Write Policy

As d-IPL Bþ-tree adopts the in-page logging strategy, log
records collected in the in-memory log sector for an index
node are written to flash memory following the rules below.

. Rule 1. When a dirty buffer frame is evicted by a
buffer replacement mechanism, the corresponding

log sector is written to a log area in the correspond-
ing flash block.

. Rule 2. When an in-memory log sector becomes full,
the log sector is written to the log area in the
corresponding flash block.

The first rule follows the traditional disk-based buffer
replacement mechanism except that only the log records are
written to a log area without writing the buffer frame (or
index node) itself. The second rule is related to the fact that
the IPL scheme assigns a fixed size in-memory log sector to
each dirty page. A full in-memory log sector needs to be
flushed to flash memory so that further updates on the
buffer frame can be logged in a clean in-memory log sector.

Additional care should be taken for d-IPL Bþ-tree,
because node splitting operations should also be recorded
as a log record. Once a node is split into two nodes, each of
the two nodes will eventually write its log sectors into a
flash block. As required by the IPL scheme, a tree node and
its log sectors must be co-located in the same block.
Furthermore, d-IPL Bþ-tree requires that the two nodes
split from the old one must reside in the same block.
Consequently, the log sectors produced by a node splitting
operation must be written to the same flash block. Hence,
an additional rule about writing log sectors is needed.

. Rule 3. The log sectors involved in a node splitting
operation should be written to the same log area.

4 INSERTION AND DELETION

The d-IPL Bþ-tree index deals with both insertion and
deletion operations in the same way, by storing physiolo-
gical log records in the log area. In this section, we first show
how an insertion operation works in a d-IPL Bþ-tree index,
and then describe its deletion operation. Like most conven-
tional Bþ-tree indexes, d-IPL Bþ-tree performs an update
request by a deletion operation followed by an insertion
operation.

4.1 Insertion of an Entry

Even for a conventional disk-based Bþ-tree index, an
insertion is a complex operation that may involve recursive
node splits and propagation of splitting key values to the
ancestor nodes along the path from a leaf node. The structure
of d-IPL Bþ-tree makes an insertion operation even more
complex, because there are a few factors concerning the log
areas that should be taken into account for maintaining the
integrity of block hierarchy of a d-IPL Bþ-tree index.

As summarized in Fig. 4, the insertion algorithm of
d-IPL Bþ-tree first obtains the physical block number of an
index node by invoking getBlockNumber function. Then,
depending on the status of the node (availability of a free
entry in the node) and the block (availability of a free log
sector in the block), it performs an insertion operation with
or without invoking Node Split, Block Split, and/or Block
Cleansing operations.2
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2. Note that d-IPL Bþ-tree provides block cleansing operations instead
of block merge operations. While a block split operation splits a flash
memory block into two, a block cleansing operation is applied to a single
flash block. d-IPL Bþ-tree need not support a block merge operation that
merges two blocks into one, because deleting an index entry is dealt with by
adding a physiological log record and underflow in index nodes is allowed.



Fig. 5 shows an example of d-IPL Bþ-tree and describes
how an insertion operation is performed. In the figure, it is
assumed that the maximum and minimum fanouts are 4
and 2, respectively, for both internal and leaf nodes. It is
also assumed that a flash memory block can store at most
two nodes and the log area of a block can have up to four
log sectors. The block numbers shown in Fig. 5 are either a
logical block address (LBA) or a physical block address
(PBA). For ease of description, we assume that the effect of
an operation is immediately written to a log area.

When new entries are inserted into a leaf node, they are
written to log sectors as insertion log records. For example,
in Fig. 5, suppose a new index entry with a key value 9 is
inserted into a node D stored in Block 3. Since Block 3 has a
free log sector available in its log area, this insertion is done
just by calling the insertEntry() function. If two more
new index entries with key values 17 and 20 are inserted
into Block 4, two log sectors are appended in the log area of
Block 4, as shown in the same figure.

When a target node for an insertion is already full, the
target node will be split. Following the block-level require-
ment (B.d) given in Section 3.1, the new node split from the
target node is created in the same block as the target node.
Fig. 6 shows an insertion of an entry with key value 21 that
results in a node split. To split the node E, a new ghost
node I is created. Then, half of the entries are removed from

node E and moved to node I. At the same time, two log
records are produced—one for the remove from node E
and the other for the insert into node I—and appended to
the log sectors of corresponding nodes in the block. (See the
two last log sectors in Block 4 of Fig. 6.) In this example, the
log record for the new node I is written to the log area, but
not in the data area of Block 4, because the node I will
remain as a ghost node until it is embodied.

If the block containing a target node has no space
available for a new split node, then the node split operation
described above must be preceded by a block split
operation, which will be presented in the following section.

4.2 Block Split

A block split is triggered by a node split operation as
discussed above, when the block containing a node to split
is already full. Suppose, for example, in Fig. 6 node D in
Block 3 is about to split and Block 3 is already full. Then,
Block 3 must be split before node D is split. Fig. 7 shows the
part of a resulting tree after a new Block 9 is split from the
block 3.

The algorithmic description of a block split operation is
given in Fig. 8. The d-IPL Bþ-tree index allocates two free
blocks, one for the new version of the old block and the
other for the new block being split out. Then, it computes
the new version of each node in the old block by applying
the relevant log records to the old node, writes the first
d nodes in the new version of old block and the remaining

1236 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 24, NO. 7, JULY 2012

Fig. 4. Algorithm 1: Insertion

Fig. 5. Insertion of an entry.

Fig. 6. Node split by an insertion.

Fig. 7. Block split by a node split.



ðdþ 1Þ nodes in the new block. After copying all the nodes
in the old block, the old block is erased and freed.

4.3 Block Cleansing

Following the trait of the IPL scheme, when a flash block
runs out of its log sectors, all the log records stored in the
block are applied to the corresponding index nodes, so that
all current nodes are relocated to a new flash block with an
empty log area. This new block with the current nodes and
an empty log area will then be ready for further operations.
We call this operation a block cleansing.

As is shown in Fig. 6, the ghost node I, which was created
by a node split operation in the previous example, has a free
slot to store a new entry with key value 23. However, Block 4
has already run out of free log sectors in its log area. Thus,
Block 4 should be cleansed to make its log area available
again for further operations. Fig. 10 shows the part of a
resulting tree after a block cleansing operation is carried out.
Node I, which used to be a ghost node before the block
cleansing, is embodied to a regular node, and the log area of
the block stores only a single log record for the insertion of
key value 23 just flushed from the in-memory log sector.

The algorithmic description of a block cleansing opera-
tion is given in Fig. 9. The block cleansing algorithm
allocates a new free block, computes the new versions of
index nodes stored in the block by applying the corre-
sponding log records, writes the new versions into the free
block, and then finally erases and frees the old block.

4.4 Deletion of an Entry

Just as an insertion operation can cause a node to be split, a
deletion operation can cause nodes to be merged. While

merging nodes is necessary to guarantee the minimum
occupancy of 50 percent for index nodes, it is not always
desired in practice to merge index nodes, because merging
index nodes frequently may lead to serious degradation in
performance [10, Chap. 15]. Most commercial database
systems (e.g., Oracle [11, Chap. 8], Sybase [12]) allow
underflow in index nodes to happen so that performance
penalty caused by frequent node merge operations can be
avoided. Furthermore, such frequent structural changes by
merging nodes might exacerbate the problem of frequent
log overflow for the IPL Bþ-tree indexes.

Taking this factor into consideration, the d-IPL Bþ-tree
index allows underflow to occur in index nodes and does
not support node merge operations explicitly. Conse-
quently, a deletion operation can be carried out easily by
leaving a log record in the log area. When a node becomes
empty by repeated deletions, it will be released and
returned to a free node list by a block cleansing operation.

For the same reason, the d-IPL Bþ-tree index allows
underflow to occur in flash memory blocks by letting them
occupied by regular index nodes less than 50 percent. In a
rare case where a block becomes empty, the block will be
released and returned to a free block list.

5 SEARCH

Fundamentally, the search algorithm of d-IPL Bþ-tree
works the same way as a conventional Bþ-tree index. It
starts from the root node and traverses down the index tree
to find a target leaf node. Unlike a conventional Bþ-tree
index, however, on a page fault, the current version of an
index node has to be brought into a buffer frame from flash
memory. Due to the IPL update logic, the current version of
the node may have to be computed on the fly by applying
its relevant log records to the version stored in the data area
of a flash block. Under the dynamic IPL scheme, the log
area can be as large as the half of a flash block. In order not
to degrade the read performance of d-IPL Bþ-tree, it is
crucial to minimize the number of log sectors required to
perform a read request for an index node. Therefore, in this
section, we focus on the minimization of the read cost.

5.1 Layout of a Log Sector

The key to minimizing the overhead of a read operation is
to fetch only the log sectors relevant to an index node
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Fig. 8. Algorithm 2: block split.

Fig. 9. Algorithm 3: block cleansing.

Fig. 10. Block cleansing.



being requested, rather than scanning the entire log area.
In order to make such selective fetches possible, we
propose an elaborate design for the layout of a log sector
as shown in Fig. 11.

In addition to log records and other metadata such as a
log sector identifier and the offset of a relevant node, each
log sector maintains two data structures: last log sector
directory (LLSD) and log sector link map (LSLM). The LLSD
keeps track of the most recent log sector for every tree node
stored in the block, and the LSLM connects the log sectors
belonging to the current tree node together.

When an tree node is to be read from the flash block, the
current version of the node has to be computed by applying
its relevant log records, which may be stored in one or more
log sectors in the block. In order to compute the current
version of the node without scanning the entire log area,
only the log sectors relevant to the node should be chased
backward from the last log sector in the log area. The LLSD
records the identifier of the most recent log sector
associated with every node stored in a flash block, so that
the last log sector of any node in the block can be found in
the directory stored in the log sector most recently written
to the block.

Starting from the last log sector in a block, the log
sectors relevant to a particular index node can be chased
selectively via the LSLM stored in each log sector. The
LSLM is a bitmap that encodes the information about
which log sectors among all the previous ones are related
to a particular tree node. For example, if there are five log
sectors ahead of the current log sector, and only the first
and the third log sectors are associated with a target tree
node, then the LSLM can be encoded as 10100. Therefore,
once the latest log sector is found for a target tree node, all
the relevant log sectors can be found by accessing the
LSLM field of the latest log sector without scanning the
entire log area.

5.2 Fetching a Ghost Node

A ghost node is yet another type of nodes stored in a
d-IPL Bþ-tree index. The search algorithm should be able to
reconstruct a regular node from a ghost node. When an
index node is to be fetched, the first step to be taken by the
search algorithm is to determine whether the requested
index node is a regular node or a ghost node. If the offset of
the node falls within the log area of the block, then the

requested node is a ghost. Otherwise, the requested node is
a regular one.

The procedure for fetching the current version of a ghost
node is quite different from the one for a regular node
described in the previous section. Since a ghost node is
created only from a node splitting operation, the first log
record for the ghost node must be a physiological log that
denotes copying half of the entries from the old node of which
the ghost node was split from. (The information about the old
node is encoded in the first log sector of the ghost node.) This
implies that, in order to compute the current version of a
ghost node, the old node of which the ghost node was split
from must also be fetched from the flash block. Furthermore,
the version of the old node must be current as of the time
when the ghost node was about to be split from the old node.

While the overhead of computing the current version of a
regular node is proportional to the number of log sectors
associated with the node, computing the current version of a
ghost node incurs additional overhead for computing the
particular version of the old node the ghost node was split
from. Due to this extra overhead, the overall search
performance of a d-IPL Bþ-tree index may deteriorate at
the presence of a large number of ghost nodes. Furthermore,
if a node being split is already a ghost, the node that will be
created from the split will be another ghost node, and thus
the read overhead for the new ghost node would be higher.
However, this would happen very rarely because it is highly
probable, as will be demonstrated in Section 6.2.3, that the
block containing a ghost node will be cleansed before the
ghost node itself is split. Furthermore, even the rare scenario
can be prevented by eagerly cleansing blocks so that ghost
nodes are transformed to regular ones before the ghost nodes
have to be split again.

5.3 Read Optimization by Block Cleansing

A block cleansing operation, presented in Section 4.3, is
invoked when a target flash memory block runs out of its
log sectors. The objective of a block cleansing operation is to
relocate the index nodes, either regular or ghost, stored in a
block along with their log records to a new flash memory
block, such that all the index nodes in the new block are
regular and current, and the log area in the block becomes
empty (by applying all the log records to their correspond-
ing nodes).

Once a block is cleansed, there remains no log record in
the block and any request to fetch a node from the block can
be processed quickly with no additional overhead of
accessing log records. To optimize the read performance
of a d-IPL Bþ-tree index, it may be beneficial to apply the
block cleansing operation globally to all the blocks belong-
ing to the index. This global block cleansing can be done at a
regular interval, as a background process, or when the
workload changes from write-intensive to read-intensive.
As will be seen in Section 6, the cost of a global block
cleansing was insignificant and would be amortized quickly
with a read-intensive workload.

6 PERFORMANCE EVALUATION

This section presents the results of performance evaluation
for d-IPL Bþ-tree. In the first set of experiments, presented
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in Section 6.2, we compare d-IPL Bþ-tree with IPL Bþ-tree
with respect to their performance of insertion, deletion, and
search operations, and evaluate how effectively d-IPL
Bþ-tree deals with frequent log overflow and page evapora-
tion problems without increasing the amount of reads
excessively. In the second set of experiments, presented in
Section 6.3, we compare d-IPL Bþ-tree with an existing
flash-aware Bþ-tree index based on FTL, and demonstrate
the limitations of FTL-based approaches such as FTL
dependency and low space utilization.

6.1 Experimental Settings

Among the three basic operations for flash memory,
namely, page read, page write and block erase, the
processing time of a block erase operation is the longest
and followed by that of a write and that of a read operation.
The actual amount of latencies for the three operations can
vary depending on the types and manufacturers of flash
memory, and so are their relative ratios in latencies. In this
paper, we used the frequency of the three basic operations
rather than elapsed time as the performance metrics. This
will help us understand the performance characteristics of
different indexing methods without being interfered by
such factors as caching, data bus bandwidth and channels
of an actual flash memory storage device.

For the first set of experiments, we implemented IPL Bþ-
tree and d-IPL Bþ-tree on top of a NAND flash simulator
on a Linux platform. The NAND flash simulator was used
to simulate a flash storage device, and supported 2 KB
pages and 128 KB blocks. For the second set of experiments,
we implemented BFTL using an FTL simulator on the same
Linux platform. The FTL simulator supported a few
commonly used FTLs such as FAST [13], FMAX [14], and
a page-level FTL [15].

In order to obtain realistic workloads for BFTL, we built a
BFTL index on a hard disk drive, and collected I/O traces
from logical sector numbers (LSNs) at the device driver level
using a block tracing tool [16]. Although the traces were
obtained from a disk drive, they are identical to what would
be obtained from a flash drive, because logical addresses
were taken instead of physical addresses. The numbers of
read, write, and erase operations were measured while the
traces were fed into the FTL simulator.

The size of a Bþ-tree node was set to 8 KB in all the
experiments except for those evaluating the effects of
different node sizes. When the size of a node was 8 KB,

the maximum fanout was 840 for internal nodes and 510 for
leaf nodes. The index keys were unique integers between 1
and 1,000,000.

6.2 IPL Bþ-tree versus d-IPL Bþ-treed-IPL Bþ-tree

The first set of experiments was carried out to evaluate the
performance of d-IPL Bþ-tree and IPL Bþ-tree with respect
to insertion, deletion, and search operations. The objectives
of the experiments were to observe how the problems of
frequent log overflow and page evaporation affect the
performance of insertions and deletions, and how the
overhead from dynamic log areas and ghost nodes affect
the performance of search operations.

6.2.1 Insertion

For the insertion test, we inserted one million index entries
into each of the d-IPL Bþ-tree and IPL Bþ-tree indexes in
random order. For each Bþ-tree index, we repeated the
same test with a varying number of buffer frames in RAM
from 100 to 500 by increasing it by 100 frames at a time. The
height of the tree indexes was three when the insertion was
complete.

As described in Section 4, an insertion operation for a
d-IPL Bþ-tree might involve read/write/erase operations
in flash memory. In order to find the target node for an entry
insertion, we need to traverse down the d-IPL Bþ-tree from
the root to the leaf node, and during the traversal, several
regular nodes and their relevant log pages should be
brought into memory from flash memory. For an insertion
to complete, we need to flush (i.e., write) the log records in
the log area. In some cases, we need to cleanse old blocks
and/or split blocks, which involves additional read/write/
erase operations.

Fig. 12 shows the number of pages to be read and
written, and the number of blocks to be erased, when a
million index entries are randomly inserted. Detailed
analysis of empirical evaluation will be given in the
following.

First, as shown in Figs. 12a and 12b, the performance
gain obtained by d-IPL Bþ-tree over IPL Bþ-tree for write
and erase operations was significant. The d-IPL Bþ-tree
index outperformed the IPL Bþ-tree by more than a factor
of two. This clearly demonstrates how critical the problems
of frequent log overflow and the page evaporation are for
performance, and shows that the dynamic in-page logging
scheme is a very effective solution to the problems.
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Second, the performance gain is attributed to the fact that
number of block cleansing operations is significantly
reduced by d-IPL Bþ-tree, which in turn reduces the
number of read operations as well. The cost of reading a
tree node from a d-IPL Bþ-tree tree was expected higher
because of the additional cost of computing the current
versions of tree nodes. However, as is shown in Fig. 12c, the
total number of page reads by d-IPL Bþ-tree was even
slightly less than that by IPL Bþ-tree due to the reduced
number of block cleansing operations.

Third, the performance of both d-IPL Bþ-tree and IPL
Bþ-tree improved consistently as the number of buffer
frames increased. This demonstrate that both indexes based
on the in-page logging scheme are free from anomalies
related to buffer management.

Table 1 compares IPL Bþ-tree and d-IPL Bþ-tree with
respect to the number of node split, block split, and block
cleansing operations. d-IPL Bþ-tree required node split
operations slightly more than IPL Bþ-tree, and some of the
node split operations caused block split operations. Since
IPL Bþ-tree need not perform block split operations, having
to perform block split operations is clearly a disadvantage
of d-IPL Bþ-tree because block split is a costly operation.
However, the node split operations incurred block split
operations only at about 10 percent ratio. More importantly,
d-IPL Bþ-tree reduced the number of block cleansing
operations by more than 75 percent.

Write Amplification Factor. Recently, the flash memory
controller industry introduced the terminology write ampli-

fication [17] as a metric to represent the efficiency of FTL
schemes in terms of page writes. It is commonly defined as

physical writes=logical writes

where the logical writes is the number of page writes
requested by the host and the physical writes is the number
of page writes actually carried out by a storage subsystem.

On the other hand, unlike the FTL approaches where
any change of a page would result in a physical write into
flash memory, the IPL-based approaches capture the
change and result in a physical write in a smaller unit—a
log sector instead of a large page. For this reason, we
redefine the write amplification WAIPL for the IPL-based
approaches, as follows:

WAIPL ¼ ðCp �BpÞ=ðCn �BnÞ: ð1Þ

Here, Cp is the number of pages written to flash memory,
Cn is the number of node writes requested, Bp is the size of
a page, and Bn is the size of a node. Note that the IPL
scheme, with this definition, can achieve the write
amplification less than one, which implies that the IPL can
actually reduce the absolute amount of writes.

Table 2 compares the write amplification factors
between the two IPL-based approaches. The IPL Bþ-tree
index has the write amplification of 0:69 � 1:09. Such low
write amplification is not surprising because the IPL
scheme minimizes the amount of physical writes by storing
the physiological difference between the old and new
versions of a page instead of writing the new page itself.
The d-IPL Bþ-tree improves the write amplification even
further to the range of 0:26 � 0:49 by addressing the
problems of frequent log overflow and page evaporation
that cause many unnecessary write operations. In sum-
mary, even for small and random writes, the d-IPL Bþ-tree
index can achieve the write amplification twice lower than
the theoretical optimum one could achieve without in-page
logging.

6.2.2 Deletion

For a deletion test, we used workloads mixed with
insertions and deletions of index entries for both
d-IPL Bþ-tree and IPL Bþ-tree indexes. The number of
insertions was a million in each workload, and the number
of deletions was varied such that the ratio of insertion to
deletion was 5:5, 7:3, and 9:1.

Table 3 summaries the deletion test results and
compares d-IPL Bþ-tree and IPL Bþ-tree indexes with
respect to the number of required read, write and erase
operations as well as the sizes of the indexes resulted
from the insertions and deletions. Except for the last
column (denoted by Size), the table shows the number of
pages read and written and the number of blocks erased
during the insertions and deletions for d-IPL Bþ-tree and
IPL Bþ-tree indexes. The d-IPL Bþ-tree index evidently
outperformed the IPL Bþ-tree index in all three measure-
ments with a wide margin.

On the other hand, the size of a d-IPL Bþ-tree index was
35 to 45 percent larger than that of a IPL Bþ-tree index
(except for the case of 5:5 ratio where the entire set of index
entries were deleted). The last column of the table shows
the size of a d-IPL Bþ-tree index or an IPL Bþ-tree index in
blocks resulted from the insertions and deletions. This is
because d-IPL Bþ-tree does not support operations for
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merging tree nodes nor merging flash memory blocks, as
described in Section 4.4. In other words, d-IPL Bþ-tree

traded space utilization for processing speed.

6.2.3 Search

For a page read operation, like IPL Bþ-tree, d-IPL Bþ-tree
needs to access log data in addition to a data page itself in
order to compute the current version of the page. In this
section, we empirically demonstrate that the read overhead
by d-IPL Bþ-tree is small enough to be justified by the
gain in its random write performance. Moreover, because
of the asymmetry in the read and write speed of flash
memory, the gain in random write performance not only
makes up for the read overhead but also improves the
overall performance of the d-IPL Bþ-tree index.

Fig. 13 shows the number of pages to be read when a
million keys were searched in random order against the two
indexes built in Section 6.2.1. The plots annotated by (R) are
the search results from the versions of d-IPL Bþ-tree and
IPL Bþ-tree indexes obtained by applying the read optimi-
zation presented in Section 5.3. For the read optimized
indexes, the block cleansing operation was carried out for
each of the flash memory blocks that stored the indexes
resulted from a million key insertions, so that an index
search does not have to access log area of the read optimized
indexes. Consequently, the plots of the read optimized
d-IPL Bþ-tree and IPL Bþ-tree indexes overlap completely.

When the read optimization was not applied, a search
operation by IPL Bþ-tree required reading log data as much
as 4 KB on average, which amounted to about 50 percent
additional reads compared with a read optimized IPL Bþ-
tree index. In the case of d-IPL Bþ-tree, the log area can be
as large as 64 KB, and a search operation by d-IPL Bþ-tree
could have required reading log data as much as 32 KB on
average, which is eight times that of IPL Bþ-tree. Besides,
reading a ghost node would have increased the amount of
additional page reads even further. As is shown in Fig. 13,
however, the amount of additional reads incurred by
d-IPL Bþ-tree was just about twice that incurred by IPL
Bþ-tree. This is because d-IPL Bþ-tree reduced the amount
of reads effectively by utilizing the LLSD and LSLM of its
log sectors.

Another thing to note is that the amount of read
overhead would increase if reading was done for a ghost
node that had been split again before being embodied to a
regular node. In our tests, however, as is shown in Table 4,
the number of ghost nodes recursively split was zero. This
implies that it is very improbable that a ghost node is split
again before it becomes a regular node by a block cleaning
operation, and the performance impact of recursively split
ghost nodes is expected to be negligible.

6.2.4 Node Size

The size of an index node is one of the key factors that
determine the performance of a Bþ-tree index. In general,
the use of a large index node keeps the Bþ-tree index
shallow but increases the I/O cost for accessing individual
index nodes. Most contemporary flash memory devices use
a smaller unit for I/O, typically 2 KB pages, than the I/O
cluster chosen by most disk-based database systems,
typically 8 KB or larger. In order to evaluate the impact of
index node sizes on the performance of a d-IPL Bþ-tree
index, we repeated the same insertion test with different
node sizes: 2, 4, and 8 KB. The results are summarized in
Table 5. In each case, the size of a buffer pool was set
equally to 800 KB, and a total of 500,000 unique keys were
inserted randomly.

As is shown clearly in Table 5, the number of index
nodes read or written remained largely unaffected by
different node sizes, because the height of the indexes was
the same in all three cases. On the other hand, the number
of index nodes split decreased as much as the size of an
index node (or the number of entries per node) increased.

The amount of physical reads (or the number of 2 KB
flash memory pages read) increased as the size of index
nodes grew. This is because reading an index node required
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accessing all flash memory pages belonging to the index
node. On the other hand, the amount of physical writes (or
the number of 2 KB flash memory pages written) was
independent of the size of index nodes, because writing an
index node was done by writing a few log records instead
of writing the entire index node. Block level operations such
as block split, block cleansing, and block erasure were
relatively insensitive to the size of index nodes, because the
size of a flash memory block was constant regardless of the
difference in node sizes.

In summary, as long as the height of a d-IPL Bþ-tree index

remained the same, the amount of physical reads was the

dominant factor of its performance, and the best performance

was attained by fitting an index node in a 2 KB page, which is

the basic I/O unit for flash memory devices. Now that we

demonstrated the superior performance of d-IPL Bþ-tree

using index nodes of 8 KB each (a default node size

commonly adopted by commercial database systems)

throughout the experiments presented in this section, we

conjecture that the performance of d-IPL Bþ-tree would

have been even better if index nodes of 2 KB had been used.

6.3 BFTL versus d-IPL Bþ-treed-IPL Bþ-tree

As explained before, several flash-aware Bþ-tree index

structures have been recently developed to better utilize

flash memory, including BFTL [3], FlashDB [4], and FD-tree

[5]. They commonly assume that an underlying flash device

is equipped with an FTL, and try to turn random IO

operations into sequential ones using an organization

similar to the log-structured file system [7]. However, this

general approach requires a nontrivial amount of extra

memory to cache random write requests and flush them in

serialized patterns. Since BFTL is one of the first and well-

known methods based on this approach, we compare the

performance d-IPL Bþ-tree and BFTL, and show some of

the limitations of BFTL.
To measure the insertion performance, we configured the

indexes the same way as the insertion experiment presented
in Section 6.2.1, and set the number of buffer frames to 100.
For BFTL, we tested FMAX [14], FAST [13], and a page-level
mapping algorithm [15] as its underlying FTL. Although
BFTL required a larger RAM space than d-IPL Bþ-tree, we
excluded the memory requirements in performance com-
parison and just compared the IO performance, so that the
resource allocation was not unfavorable to BFTL.

Most contemporary flash memory SSDs come with an
over-provisioned capacity to hide write latency of flash
memory by utilizing the extra flash blocks internally. The
overall performance of SSDs could be sensitive to the
amount of over-provisioned capacity. For each underlying

FTL chosen for BFTL, we set the over-provisioned capacity

to 30 percent of the total capacity following the current

industry trend [18], [19].
The results from the insertion experiments are summar-

ized in Table 6. A few important observations can be made

from the table. First, when FMAX was used for BFTL, BFTL

was outperformed by d-IPL Bþ-tree in all aspects of

operations and measurements. When FAST or a page-level

mapping FTL was used for BFTL, BFTL was superior to

d-IPL Bþ-tree with respect to the number of write and

erase operations. This was mostly due to the compaction

tuning parameter set to the optimal value suggested by the

BFTL work [3]. However, its total elapsed time was still

longer than that of d-IPL Bþ-tree, because of the excessive

read operations required by BFTL.
Second, the performance of BFTL, with respect to the

number of read, write, and erase operations and the total

elapsed time, varies significantly depending on the FTL

chosen by BFTL. Such a strong FTL dependency would

make the performance of BFTL unpredictable without

knowing the internal workings of a chosen FTL.
Third, the size of a Bþ-tree index created by BFTL was

larger than the size of a Bþ-tree index created by

d-IPL Bþ-tree by a factor of five in terms of flash memory

blocks used. The low space utilization of BFTL was caused

by its node management and compaction that do not

necessarily separate valid log records from invalid ones,

which does not allow garbage collection to work effectively.

In fact, no garbage collection mechanism has been sug-

gested by the BFTL work [3].

7 CONCLUSION

The hierarchical structure of Bþ-tree indexes makes it

difficult for the basic in-page logging scheme to deal with

insertions and deletions using a few physiological log

records. As is shown in the experiments, the IPL Bþ-tree

index suffers from excessive block cleansing operations

caused by the frequent log overflow and page evaporation

problems.
To address this concern, we propose d-IPL Bþ-tree

tailored for flash-aware Bþ-tree indexes. We have empiri-

cally shown that the d-IPL Bþ-tree index improves the

utilization of flash memory blocks significantly by allocat-

ing a log area within each flash memory block dynamically.

It also minimizes log overflows and keeps the write

amplification factor low (often far lower than one) by

introducing ghost nodes and by reducing the number of log

records required for a node splitting operation.
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